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Abstract—We propose a technique based on symbolic execution for analyzing the algorithmic complexity of programs. The technique uses an efficient guided analysis to compute bounds on the worst-case complexity (for increasing input sizes) and to generate test values that trigger the worst-case behaviors. The resulting bounds are fitted to a function to obtain a prediction of the worst-case program behavior at any input sizes. Comparing these predictions to the programmers’ expectations or to theoretical asymptotic bounds can reveal vulnerabilities or confirm that a program behaves as expected.

To achieve scalability we use path policies to guide the symbolic execution towards worst-case paths. The policies are learned from the worst-case results obtained with exhaustive exploration at small input sizes and are applied to guide exploration at larger input sizes, where un-guided exhaustive exploration is no longer possible. To achieve precision we use path policies that take into account the history of choices made along the path when deciding which branch to execute next in the program. Furthermore, the history computation is context-preserving, meaning that the decision for each branch depends on the history computed with respect to the enclosing method.

We implemented the technique in the Symbolic PathFinder tool. We show experimentally that it can find vulnerabilities in complex Java programs and can outperform established symbolic techniques.

Index Terms—Complexity Analysis; Symbolic Execution; Guided Exploration

I. INTRODUCTION

Understanding the worst-case algorithmic complexity of software systems has many important applications, ranging from compiler optimizations, finding and fixing performance bottlenecks or improving cybersecurity. Cybersecurity in particular has become a critical goal for companies and organizations at every level. Software systems can be vulnerable to algorithmic complexity attacks when a malicious user can easily build a “small” input that causes the system to consume an impractically large amount of resources (time or memory). By exploiting these vulnerabilities an adversary can mount Denial-of-Service (DoS) attacks in order to deny service to the system’s benign users, or to otherwise disable the system. Algorithmic complexity vulnerabilities are the consequence of the algorithms used rather than of traditional “software bugs”, and consequently traditional software bug hunting tools are of little use to address the problem. Profilers can be used for finding performance bottlenecks in software, however they are inherently limited by the number of test inputs used and the platform on which the profiling was done.

In this paper, we investigate the use of symbolic execution, a systematic program analysis technique [6], [12], [23], [28], for finding vulnerabilities that are due to algorithmic complexity in software applications. Given a program unit that takes inputs of a specified size, the technique computes the input constraints together with actual test input values (of input size) that trigger the worst case complexity of the program. The analysis is parameterized by a cost model which gives the cost, such as execution time or memory consumed, for the execution of each instruction, native call, etc. in the program.

Our analysis employs path guidance policies to efficiently search for worst-case behaviors. The policies are learned from the worst-case paths obtained with exhaustive symbolic execution of the program at small input sizes. The learned policies are then applied to guide the exploration of the program at larger input sizes. The intuition is that the worst-case paths obtained at small input sizes often follow the same decisions or sets of decisions when executing the conditional statements in the code. Further, the same decisions are “likely” followed by the worst-case paths at larger input sizes. Path policies encode succinctly in a trie data structure the decisions taken by symbolic execution along worst-case paths.

A distinguishing feature of our work is that we employ path policies that take into account the history of choices made along the path to decide which branch to execute for the conditional statements in the program. For increased precision, the history computation is context-preserving, meaning that the decision for each conditional statement depends on the history computed with respect to the enclosing method.

We show experimentally that the proposed history-based policies are often precise enough to decide a unique choice at all decisions. Symbolic execution, guided by these policies, effectively reduces to exploring a single path regardless of input size and it scales far beyond the capabilities of non-guided, traditional symbolic execution for which the number of paths grows exponentially.

To get insight into the worst-case program behavior for any input size, we also use techniques to predict the worst-case behavior based on the data obtained with the guided analysis. Specifically an off-the-shelf library is used to fit a function to the data to obtain an estimate of the complexity as a function of the input size. The results of the function evaluation on increased input sizes are plotted to give insights to the developers into the worst-case complexity of the program. Comparing the estimates to the programmers’ expectations or
to theoretical asymptotic bounds can reveal vulnerabilities or confirm that a program’s performance scales as expected.

We have implemented the technique for the complexity analysis of Java programs, using the Symbolic PathFinder (SPF) tool \cite{23}. However, our approach is general and can be implemented in the context of other languages and/or symbolic execution tools.

Our work is part of a larger effort—the ISSTAC project \cite{4}—which aims to provide an integrated symbolic execution approach for the worst-case complexity and side-channel analysis of Java programs. In this paper, we describe in detail the worst-case analysis component. The technique presented here was able to identify 87.5\% of the intended algorithmic complexity vulnerabilities in a recent engagement for the DARPA STAC \cite{1} program. Our specific contributions are: (a) detailed description of history-based guided symbolic execution for worst case analysis, (b) theoretical analysis of proposed approach, (c) evaluation that includes comparison with previous technique and (d) new case studies showing vulnerabilities in challenging, realistic applications.

II. BACKGROUND AND MOTIVATION

A. Symbolic Execution

Symbolic execution is a program analysis technique which executes programs on symbolic instead of concrete inputs \cite{23}. The behavior of a program is described by a symbolic execution tree where tree nodes are program states and tree edges are program transitions representing the execution of program instructions. A state includes the (symbolic) values of program variables, a path condition PC and a program counter (next instruction). The path condition is a conjunction of constraints that characterizes exactly those inputs that follow the path to the current state. Path conditions are checked using constraint solvers to detect infeasible paths and to generate test inputs for feasible paths. To deal with loops and recursion, typically a bound is put on exploration depth.

B. Motivating Example

Consider the example in Listing 1 taken from an interactive application that extracts commands from stdin and allows interaction with a backing store mapping commands to actions.

An adversary is able to exploit the structure of the backing store by constructing inputs in such a way that all commands are stored in the same bucket (i.e. by yielding hash collisions). The vulnerability in the application is that hash collisions are stored in the same bucket (i.e. by yielding hash collisions). This is an issue because one can exploit the fact that a particular key string is not present in the backing store by constructing inputs in such a way that all commands are stored in the same bucket (i.e. by yielding hash collisions). Consider the following example:

```
14  return list = new Entry(o.null.list);
15  }
16  return null;
17  }
18  class String {
19     char[] val;
20     public boolean equals(Object o) {
21         String s = (String) o;
22         if (val.length == s.val.length) {
23             for (int i = 0; i < val.length; i++) {
24                 if (val[i] != o.val[i])
25                     return false;
26             }
27             return true;
28         }
29         return false;
30     }
31     return false;
32     return false;
33  }
```

Listing 1: Excerpt of the backing store of an application that processes strings (keys) and associates them with actions.

To find an item in the linked list, the `findEntry` method iterates over it and compares the key strings to its `o` parameter (see Listing 1). Its worst-case behavior is not only determined by the structure of the hashtable—i.e. reduction to a list with worst-case linear look-up time—but the values of the keys play an important role as well: Keys are compared with the `equals` method, that, in the case of strings, performs a character-wise comparison. Consequently, the worst-case behavior of the application happens when a non-existent key is looked up and that—when comparing all the entries—the characters constituting the key strings are equal except for the last character. This example is typical of applications that use keys fixed-sized strings (or codes). If the strings are of length \( k \), then the worst-case execution time for `findEntry` is \( n \times k \).

Symbolic execution applied to `findEntry` for a small input size can reveal the worst case behavior: The worst-case path follows the edges marked in bold on the CFG of method `equals` illustrated in Figure 1. Note that for condition `c : val[i] != o.val[i]` in the graph (marked with grey) both `true` and `false` branches are taken along the worst-case path.

We also used the exhaustive exploration for small input configurations to automatically derive a `guidance policy` based on the computed worst-case paths. This policy dictates which branch to take during symbolic execution to exercise the worst-case path for `arbitrary input size`. Note that, for input size \( n \) and string length \( k \) non-guided analysis needs to explore \( k^n \) paths.

We aim to extract a policy that dictates what branch to take during symbolic execution at any input size. However, a branch policy that simply dictates which choices to `always` make (as in \cite{5}) when executing condition `c` would be insufficient for our example: the policy would prescribe both branches so no savings would be achieved. Thus, in this case, using a simple memoryless policy would be equivalent to exhaustive analysis: memoryless guided symbolic execution (for \( k = 15 \)) becomes quickly intractable for input sizes \( n > 3 \).

To address this, we employ a more sophisticated guidance policy that takes into account the history of decisions taken along the worst-case path. For, e.g., key size \( k = 15 \), the
false branch must be taken at the decision on line 30 when comparing the characters for index 0, 1, ..., 13 of the string; the true branch must be selected for index 14. Note that this history records the choices along a worst-case path during only one call of method equals, but the same pattern is followed for each invocation of method equals coming from findEntry. Our technique therefore restricts the computation and storage of histories only with respect to a calling context. This has two advantages: first, it increases the precision of the analysis, since it can compute different histories for the same condition under different contexts; second, the histories are small since they are local to a particular context.

Our technique computes automatically the history-based policy based on an exhaustive exploration at small input sizes ($n = 2$ in this case, but in general over a range as we will describe later). The histories used to define the policy are encoded efficiently in a trie data structure that offers good compression: in this example, all 15 policies can be stored as a single path in a trie, because they are all prefixes of the longest decision history (see Figure 1).

The computed policy is then used to guide the exploration at larger input sizes according to the pattern yielding the worst-case behavior. For the example, when condition $c$ is evaluated during the guided symbolic execution, the symbolic path leading to it is examined to see if the previous up to 13 choices on $c$ (the only symbolic condition in the current context) were all false, in which case the policy dictates that the false branch should be taken for the current condition (corresponding to the else branch in the code). If on the other hand all the previous 14 choices were false, the policy dictates to take the true branch instead (corresponding to the then branch in the code).

The guided search reduces to exploring a single path for an arbitrary number of elements added to the linked list data structure. We can thus expose the worst-case behavior and the concrete inputs that will exercise it. Moreover, the technique computes a model (function) using regression analysis that characterizes the worst-case behavior as shown in Figure 2. As a cost model, we used the number of decisions along an execution path. Note that the history-based policy enables analysis at much larger inputs compared to memoryless guidance (or exhaustive analysis). Further, it enables obtaining concrete inputs that trigger the worst-case behavior at large input sizes, and building a more precise prediction model due to the larger data set (see Figure 2).

III. Complexity Analysis

Our approach relies on symbolically executing the program under analysis for increasing input sizes $n$ and observing the terminating path with the largest cost for different values of $n$. We use $P(n)$ to denote the program under analysis parameterized by an integer representing the input size. For instance, for a sorting algorithm, $n$ is the length of the input list to be sorted; for binary search, it is the number of elements added to the tree before searching for a key.

We compute the worst-case path in terms of a cost model $C$, that assigns a cost (e.g. time or memory consumed) to each instruction that is executed, native call, disk access etc. For example, for timing analysis, the worst-case cost is computed by accumulating the instruction costs along the path.

Let $c$ denote a conditional in the control flow graph (CFG) of program $P(n)$. A path $\phi$ is a finite list of nodes $\pi_1, \ldots, \pi_k$ in the symbolic execution tree. Each node $\pi$ is a 3-tuple of the form $\pi = (c, b, \alpha)$, where $c$ is a conditional in the CFG, $b$ is either true or false (representing which branch was taken: “then” or “else”) and $\alpha$ is the context of the decision; it is represented by the stack frame of the call site. The path can also be empty, represented by $\epsilon$. Let $\text{length}(\phi)$ denote the length of the path. We use $C(\phi)$ to represent the cost of path $\phi$. 

---

Fig. 1: Partial CFG for the equals() method in class java.util.String. Fig. 2: Data set and prediction model. The worst-case path is highlighted. The policy $\rho$ guides the choices for the decision obtained with guided symbolic execution node marked with gray (for $k=15$). $\rho$ can be stored as a single path in a trie. For $k = 15$. 

The guided search reduces to exploring a single path for an arbitrary number of elements added to the linked list data structure. We can thus expose the worst-case behavior and the concrete inputs that will exercise it. Moreover, the technique computes a model (function) using regression analysis that characterizes the worst-case behavior as shown in Figure 2. As a cost model, we used the number of decisions along an execution path. Note that the history-based policy enables analysis at much larger inputs compared to memoryless guidance (or exhaustive analysis). Further, it enables obtaining concrete inputs that trigger the worst-case behavior at large input sizes, and building a more precise prediction model due to the larger data set (see Figure 2).
\( \Phi_{P(i)} \) denotes all the paths explored by symbolically executing program \( P(n) \).

The 3-tuple \( w = \langle \phi, C(\phi), PC \rangle \) denotes worst case path information for path \( \phi \) including its associated cost \( C(\phi) \) and resulting path condition \( PC \). Note that multiple paths can yield the same (maximal) cost—let \( W = \{ \langle \phi^*, C(\phi^*), PC \rangle \mid \forall \phi \in \Phi: C(\phi) < C(\phi^*) \} \) denote this set.

A. Guided Symbolic Execution

We use guidance policies for the efficient exploration of the symbolic execution tree in contrast to an exhaustive analysis, that, although guaranteed to find the worst-case path, does not scale due to the exponential number of paths that need to be explored and the cost of constraint solving. Intuitively, the guidance policies encode the decisions in the control flow graph that the symbolic execution needs to follow to find “likely” complexity vulnerabilities. A set of policies is first generated from an exhaustive symbolic execution for a range of small input sizes, where exhaustive exploration is still possible and the computation of the worst-case paths is precise. For each input size in the range, we obtain a policy that encodes the decisions taken along the respective worst-case path, as mapped on the CFG of the program. The policies are unified (as described below) to obtain a more general policy that is then used to guide the symbolic execution at larger input sizes. Thus the approach is guided towards the paths that maximize the cost in terms of the cost model. All other choices not part of the policy are pruned from the search space, enabling a scalable exploration in many cases. This is explained in more detail below.

A policy \( \rho \) is a function mapping a CFG branch \( c \) to a choice \( b \in \{ \bot, \{ \text{true} \}, \{ \text{false} \}, \top \} \). Initially, \( \rho \) maps all conditions of the program to \( \bot = \{ \} \) (the empty set). We use \( \top = \{ \text{true} \} \) to denote the special value when the policy is inconclusive as to which choice to make at branch \( c \).

We also introduce policy unification: If \( \rho_1 \) and \( \rho_2 \) are two policies for program \( P \), then their unification, \( \rho_1 \cup \rho_2 \), is defined as the union of their individual mappings of conditions to decisions. E.g., for condition \( c \), if \( \rho_1(c) \rightarrow \{ \text{true} \} \) and \( \rho_2(c) \rightarrow \{ \text{false} \} \), then \( \rho_1 \cup \rho_2 (c) \rightarrow \{ \text{true}, \text{false} \} \).

We say that a policy is deterministic if it contains no \( \top \)- or \( \bot \)-values. In this case, the guided symbolic execution results in only one program path being explored. Note that even if a policy is not deterministic, it is still very useful, because it can prune large portions of the exploration space (for the conditions that are decided uniquely).

The overall algorithm for guided worst-case complexity analysis is shown in Procedure 1—it has two phases: (i) Policy generation; and (ii) Policy-guided search.

The algorithm takes as input a program \( P \), two small bounds on input size \( L \leq H \) to be used for policy generation, and a large input-size bound \( N \) to be used for guided symbolic execution using the generated policies. Furthermore, \( C \) specifies the cost model and \( \kappa \) is used for computing a rank for each policy as described in detail later. For simplicity of presentation, we assume that we use the same cost \( C \) in both phases of the algorithm. However, in general this is not necessary. For example, for policy generation, we may want to compute the paths that visit the largest number of symbolic conditions, or the largest number of loops, taking into account also the nested loops. Although these paths may not be “costly” in terms of execution time at small input sizes, they may be the “most promising” in indicating the worst-case behavior for larger input sizes. It can thus make sense to generate the guidance policies using these paths while in the second phase to perform iterative guided symbolic execution using the cost model that, e.g., accumulates the execution time for each instruction. Our implementation supports these options to allow for easy experimentation. For our experiments, we assumed that the cost is the number of decisions along a path.

In Phase (i) policies are computed from the worst-case path(s) obtained from input sizes \( L..H \). Note that, for a specific input size there can be multiple paths that yield the same worst-case cost. For each of these, we compute their \( \text{rank} \), a measure that quantifies how promising the policy is based on a ranking model \( \kappa \). E.g., \( \kappa \) can rank the policy based on how many decisions it can uniquely resolve, i.e. a policy is better the less \( \top \)- and \( \bot \)-values it contains.

Policy \( \rho_{\text{best}} \) stores the best policy for input size \( j \) according to \( \kappa \). Policy \( \rho_{\text{best}} \) stores the successively unified policy obtained from exhaustive analysis over input sizes \( L..j \). When all worst-case paths have been evaluated for a given input size, \( j \), \( \rho_{\text{best}} \) is unified with \( \rho_{\text{j}} \). When Phase (i) terminates, \( \rho_{\text{j}} \) stores the unified policy for input sizes \( L..H \).

In Phase (ii) the unified policy \( \rho_{\text{j}} \) is used for iteratively computing data points for the regression analysis, for increas-
ing input sizes $1...N$. The data points are obtained by a guided symbolic execution, that upon every decision encountered in the symbolic execution, consults the policy to resolve it, i.e. it selects the choice stored in the policy to be explored next, disregarding all other choices at that decision.

**Procedure 2** computePolicy

**Input:** Worst-case path $\phi$

**Output:** Policy $\rho$

1: $\rho$ initialized to $\bot$ for all CFG conditions $c$
2: for all $c_i = (c, b, \alpha)$ where $k = 1,...,\text{length}(\phi)$ do
3: $\rho(c_i) \leftarrow \rho(c) \cup b$
4: return $\rho$

**Procedure 3** guidedSymExe

**Input:** Program $P$, policy $\rho$, cost model $C$

**Output:** $W = \{(\phi, C(\phi)) \mid \ldots\}$

1: Run symbolic execution on $P$ and record worst-case paths in set $W$
2: for all $\pi = (c, b, \alpha)$ about to be explored do
3: $\text{choice} \leftarrow \rho(c)$
4: if $\text{choice} \neq \bot$ and $\text{choice} \neq \top$ then
5: Explore $b = \text{choice}$ for $c$ in $\pi$
6: else
7: Explore both $b = \text{true}$ and $b = \text{false}$ for $c$ in $\pi$
8: return $W$

**Procedure 4** $\kappa$

**Input:** Policy $\rho$

**Output:** Policy rank

1: $\text{rank} \leftarrow 0$
2: for all $c$ in $P(n)$ do
3: $\text{res} \leftarrow \rho(c)$
4: if $\text{res} \neq \bot$ and $\text{res} \neq \top$ then
5: $\text{rank} \leftarrow \text{rank} + 1$
6: return $\text{rank}$

policy in most cases for the evaluated examples. We plan to experiment with more complex scoring models that take into account other statistics, e.g., the number of loops visited, the maximum depth of visited nested loops and other metrics.

d) Regression Analysis: Finally, the data points are used for regression analysis (calling procedure regressionAnalysis) to yield the characterization of the worst-case complexity. In practice, we rely on multiple linear regression using the Ordinary Least Squares (OLS) method: it computes a function that minimizes the differences of the original data set and the predicted data points from the function. As is customary with this technique, functions are evaluated based on the goodness-of-fit, which, conventionally is the $r^2$ value, i.e. the coefficient of determination defined as $1 - (S/T)$, with $S$ representing the sum of squared residuals and $T$ the total sum of squares. Thus, the closer $r^2$ is to 1, the better is the fit.

The found complexity classes together with the input constraints and solutions for each $n$ are output. The user has an important role in our approach as he/she needs to examine the data to determine vulnerabilities. To facilitate this process, our approach provides the visualization of the generated data using multiple views that allow the analysis to zoom in and out on specific portions of the plotted graphs. However, the algorithm may be stopped early (before all the policies are used) when a vulnerability is confirmed or when the analyst believes that there is no indication of vulnerabilities.

**B. History-based Policies**

The policy described above is “memoryless” in the sense that it does not keep track of previous choices taken along a path. As demonstrated in the example in Section [1-B](#), memoryless policies cannot always be used for resolving decisions deterministically. As another example consider the case for Merge Sort where the worst-case behavior manifests itself if alternating choices are made at a certain condition. To capture this pattern, the policy needs to memorize the previous decisions. In fact, the worst-case behavior of algorithms is often not determined by selecting a unique choice at a condition.

A distinguishing factor of our work is that we use policies that take into account decision histories to address the limitations of memoryless policies. Intuitively, a decision history for a node $\pi$ encodes the sequence of decisions for each conditional instruction taken along a worst-case path leading to $\pi$. To improve precision and also keep the size of...
the generated policy manageable, we use context-preserving decision histories, denoted $\mathcal{H}(\pi)$ encoding the sequence of decisions taken in the context $\alpha$, i.e., $\mathcal{H}(\pi) = \pi_1, \pi_2, \ldots, \pi_n$ such that $\forall \pi_i \in \mathcal{H}(\pi): \alpha_i = \alpha$ and $\pi_1, \pi_2, \ldots, \pi_n, \pi$ is the suffix of a path leading to $\pi$ in the symbolic execution tree.

We define $\downarrow (\mathcal{H}(\pi))$ as the sequence of decisions in $\mathcal{H}(\pi)$ from which we discard the $\alpha$ context component. For example, for $\mathcal{H}(\pi) = (e_1, b_1, \alpha), (e_2, b_2, \alpha), (e_3, b_3, \alpha), \ldots$, $\downarrow (\mathcal{H}(\pi))$ is the sequence $(e_1, b_1), (e_2, b_2), (e_3, b_3)$. Thus $\downarrow (\mathcal{H}(\pi))$ can be seen as an abstraction of $\mathcal{H}(\pi)$.

Furthermore, we use a history size $h$ to define $\mathcal{H}_h(\pi)$ as the sequence formed by the last $h$ elements of $\mathcal{H}(\pi)$. Intuitively, the history size $h$ quantifies how much from the history we want to take into account when computing guidance policies. For the example above and $h = 3$, $\downarrow (\mathcal{H}_3(\pi)) = (e_1, b_1), (e_2, b_2), (e_3, b_3)$. Thus $\downarrow (\mathcal{H}(\pi))$ can be seen as an abstraction of $\mathcal{H}(\pi)$.

We can now formalize the concept of a history-based policy. A history-based policy $\rho_h$ extends the memoryless policy $\rho$ with decision history parameter $\downarrow (\mathcal{H}_h(\pi))$ of size $h$. It is a function mapping a CFG branch $c$ and $\downarrow (\mathcal{H}_h(\pi))$ to a choice $b \in \{\text{true}, \text{false}, \top\}$. Thus, although we compute the decision histories with respect to context $\alpha$, we only keep abstract (suffix) histories in the policy.

The intuition for using a context-preserving history, is that the policy will be kept small and only contain observed behaviors of the enclosing method of $c$. The intuition for using $\downarrow (\mathcal{H}_h(\pi))$ is that when applying the policy in Phase III we match on behaviors of size $h$ confined to the method disregarding the calling context making it more general. We plan to experiment in future work with policies that keep the context un-abstracted. However such policies will be much larger and less general.

The notion of a unified policy—as introduced for memoryless policies naturally also extends to history-based policies.

In practice, we observe that many histories that define the behavior of the enclosing method of $c$ share the same prefix, and thus they can be computed iteratively increasing the size of the prefix. This is primarily attributed to the fact that policies are often invariants, i.e., the behaviors they prescribe are unaffected by input size as is the case for our motivational example, this is equivalent to a memoryless policy extended by input size as is the case for our motivational example.

We provide a theoretical guarantee that when we unify policies from $L$ up to a sufficiently large size, heuristic exploration using that policy is guaranteed to lead to the worst case for any input size (starting with $L$).

**Theorem 1** Let $\rho_{L+H}^C = \bigcup_{h \geq L} \rho_h$ denote the unification of the policies obtained from the analysis at input sizes $L..H$, for same history size $h$. Then there exists a sufficiently large $M$ such that the policy $\rho_{L+M}^C$ accurately predicts the worst-case path for any input size that is greater or equal to $L$.

**Proof:** First observe monotonicity of policy generation. We define $\rho_1 \subseteq \rho_2$ as $\forall i \geq L \{ \Phi_{i,\rho_1} \subseteq \Phi_{i,\rho_2} \}$, where $\Phi_{i,\rho}$ is the set of paths explored with policy $\rho$ at input size $i$. Unification of policies leads to increased coverage of program behaviors: if $\rho_{L+1}^C = \rho_{L+1}^C \cup \rho_{L+1}^C$ then $\rho_{L+1}^C \subseteq \rho_{L+1}^C$, since $\rho_{n+1}$ can only add more behaviours that are allowed. Since the number of choices for the policy is finite and the history size is fixed, there is a finite number of possible policies. Hence, there exists an $M$ for which $\rho_{L+M}^C$ is ‘largest’ according to $\subseteq$ and thus includes the worst-case path for any input size that greater or equal to $L$. 

Note that in practice we observed that often we could find a deterministic policy for some $L = H$ that would correctly explore the worst-case path up to $N$ in our algorithm. This is primarily attributed to the fact that policies are often invariants, i.e., the behaviors they prescribe are unaffected by input size as is the case for our motivational example.
Find Entry. For this example, the policy obtained at size 2 is the same as the one obtained at size 3 etc. but different than the policy obtained at sizes 0 or 1. Thus the unified policy (over 2..3) is still deterministic. The same pattern was observed in the other examples (but not in Merge Sort—see discussion in the next section). We therefore fixed $L = H$ in our experiments. This simplification reduced significantly the parameter space for our analysis while still computing the correct complexity classes for all examples.

IV. Evaluation

We have implemented the presented analysis in Symbolic Pathfinder (SPF)\(^2\), a symbolic execution tool for Java bytecode programs that is part of the Java Pathfinder (JPF) toolset\(^2\). The implementation uses two JPF listeners corresponding to the two phases described in Procedure 1. In addition, a JPF shell wraps the analysis and extracts the relevant data for function fitting and visualization (with JFreeChart\(^2\)) of the results. The regression analyses used for function fitting are implemented using the Ordinary Least Squares multiple linear regression component of Apache Commons Math\(^8\). The trie data structure representing the histories defining the policies can be stored on disk and reused.

We evaluate the presented analysis against a set of challenging Java benchmarks provided to us by Raytheon BBN and CyberPoint LLC as part of an engagement for the DARPA STAC \(^1\) program. In total, we identified 21 complexity vulnerabilities (87.5% of intended vulnerabilities) in these programs with this technique presented in this paper. We describe a sub-set here (they are available on request).

URI Verifier is a component in a web blogging platform, Blogger; ZIP Decompressor is a component in a text analysis and encryption program, TextCrunchr; Find Entry is the motivating example; NGram Score is another component from TextCrunchr that scores all $n$-grams in substrings of length $n$ against a database of $n$-grams; Password Checker is a component that checks a 32 byte hash of a password against the hashes of the last $N$ passwords to prevent re-use; Database B-Tree is a component in the LawDB system, which uses a B-tree for storing an index over law personnel.

We also analyzed the benchmarks from WISE\(^5\) representing the standard implementations of classic algorithms.

We devised a workflow for applying our technique in practice. The first step is to find a “good” policy by iteratively trying the analysis for small input ranges (s.t. $H = L$) and $h = 0$ and then studying them in terms of the ranking score, $\kappa$, and visually using a projection on a rendered CFG. If a policy has few deterministic choices (low $\kappa$), we increase the history size, $h$, to see if it leads to a more deterministic policy (i.e. increasing $\kappa$). We prioritize the policies over values of $L = H$ and $h$ according to $\kappa$. When the policies have been evaluated, we apply them—in priority order—with guided analysis up to $N$ and study the fitted functions obtained from the data collection. We found that, in practice, applying this workflow is effective and can be largely automated by a script.

The results of our experiments (for the best parameters we found) are shown in Table 1. The techniques that we compared are exhaustive symbolic execution i.e. without policies (row Exh.), memoryless guided analysis (m.l.) and, where applicable, history-based guided analysis. The experiments were run on a Dell XPS 13 notebook with a 6th Generation Intel Core i7 processor and 8GB RAM running Ubuntu Linux. We used Z3\(^10\) as solver for all experiments.

The results show that, as expected, exhaustive symbolic execution is often only feasible up to small input sizes but guided symbolic execution scales much better allowing us to find the correct worst-case behavior for these examples. For the NP-complete Traveling Salesman Problem, we can explore up to $N = 7$, but note that regardless of input size, our technique reduces to exploring a single path since we can compute a deterministic policy that correctly resolves all choices. When memoryless policies are incapable of resolving all choices, the results show that the history-based policies are beneficial, enabling more deterministic resolutions of decisions.

Another observation is that different policies obtained at different input sizes can still lead to the discovery of the correct complexity classes, although they are not invariant. This is illustrated by Merge Sort: For input size 7, the policy prescribes one alteration scheme when merging the two sub partitions, while for input size 8, the opposite alteration scheme is prescribed by the policy. However, when unifying the two policies, the result is a policy that is not deterministic, while correct, does not prune many choices because it prescribes both contradictory alteration schemes. For input size 7 (8), exploration at input size 30 reduces to a single path with 128 (132) choices resolved (hence none unresolved choices). For the policy obtained as the unification of input size 7 and 8, exploration at input size 30 only resolves 31 choices, and leaves 1844 choices unresolved (totalling 923 paths explored). This also suggests a direction for future work, where we can use different unification scheme for policies, e.g. we can simply keep the union of policies discovered at smaller sizes and apply them at larger sizes. Such scheme would still ensure that we eventually find the worst-case path at any size.

Database B-Tree used a nondeterministic policy. However the guided analysis scales by several orders of magnitude compared to the exhaustive analysis.

In order to fit a function at least 5 data points are needed. For complex algorithms, such as the Traveling Salesman Problem, this would be impossible without policy-guided exploration. In other cases, obtaining more data points increases precision of the fitting function. From a collection of fitting functions corresponding to the standard complexity classes, column “Complexity” shows the best fit found based on a combination of highest $r^2$ and visual interpretation of the results.

Note that it is not always possible to determine the correct complexity class based on $r^2$, even though the correct worst-case path was discovered. For example, for Red Black Tree, a power function is a slightly better fit than a logarithmic model (see Figure 3). For such cases the analyst needs to visualize the data and select the best fit (clearly logarithmic here). In the
### TABLE I: Experimental results. For each benchmark we list nr. of explored paths and run-time for a series of input sizes. Policies were inferred at input size $N_{pol}$. The $h$ column specifies the history size or $m.l.$ when a memoryless policy sufficed.

<table>
<thead>
<tr>
<th>Benchm.</th>
<th>Set-up</th>
<th>Input Size (N)</th>
<th>Complexity</th>
<th>$r^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>L=H</td>
<td>$h$</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>Blogger URI Verifier</td>
<td>Exh.</td>
<td>Paths</td>
<td>55</td>
<td>72</td>
</tr>
<tr>
<td></td>
<td>m.l.</td>
<td>Paths</td>
<td>3</td>
<td>57</td>
</tr>
<tr>
<td></td>
<td>Time</td>
<td>0.00</td>
<td>0.02</td>
<td>0.33</td>
</tr>
<tr>
<td>TextCrunchr ZIP Decompressor</td>
<td>Exh.</td>
<td>Paths</td>
<td>16</td>
<td>17</td>
</tr>
<tr>
<td></td>
<td>m.l.</td>
<td>Paths</td>
<td>3</td>
<td>11</td>
</tr>
<tr>
<td></td>
<td>Time</td>
<td>0.00</td>
<td>0.01</td>
<td>0.01</td>
</tr>
<tr>
<td>Find Entry</td>
<td>(k = 15)</td>
<td>Exh.</td>
<td>Paths</td>
<td>16</td>
</tr>
<tr>
<td></td>
<td>m.l.</td>
<td>Paths</td>
<td>3</td>
<td>11</td>
</tr>
<tr>
<td></td>
<td>Time</td>
<td>(too few proctors)</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>TextCrunchr Ngram Score (trigrams)</td>
<td>Exh.</td>
<td>Paths</td>
<td>8</td>
<td>13</td>
</tr>
<tr>
<td></td>
<td>m.l.</td>
<td>Paths</td>
<td>3</td>
<td>11</td>
</tr>
<tr>
<td></td>
<td>Time</td>
<td>0.00</td>
<td>0.01</td>
<td>0.01</td>
</tr>
<tr>
<td>Password Checker</td>
<td>(k = 32)</td>
<td>Exh.</td>
<td>Paths</td>
<td>11</td>
</tr>
<tr>
<td></td>
<td>m.l.</td>
<td>Paths</td>
<td>3</td>
<td>11</td>
</tr>
<tr>
<td></td>
<td>Time</td>
<td>(too few proctors)</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>LawDB Database B-Tree</td>
<td>Exh.</td>
<td>Paths</td>
<td>3</td>
<td>11</td>
</tr>
<tr>
<td></td>
<td>m.l.</td>
<td>Paths</td>
<td>3</td>
<td>11</td>
</tr>
<tr>
<td></td>
<td>Time</td>
<td>(log n)</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Sorted Linked-List insert</td>
<td>Exh.</td>
<td>Paths</td>
<td>3</td>
<td>11</td>
</tr>
<tr>
<td></td>
<td>m.l.</td>
<td>Paths</td>
<td>3</td>
<td>11</td>
</tr>
<tr>
<td></td>
<td>Time</td>
<td>(log n)</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>QuickSort (JDK 1.5)</td>
<td>Exh.</td>
<td>Paths</td>
<td>3</td>
<td>11</td>
</tr>
<tr>
<td></td>
<td>m.l.</td>
<td>Paths</td>
<td>3</td>
<td>11</td>
</tr>
<tr>
<td></td>
<td>Time</td>
<td>(log n)</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Binary Search Tree search</td>
<td>Exh.</td>
<td>Paths</td>
<td>3</td>
<td>11</td>
</tr>
<tr>
<td></td>
<td>m.l.</td>
<td>Paths</td>
<td>3</td>
<td>11</td>
</tr>
<tr>
<td></td>
<td>Time</td>
<td>(log n)</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Merge Sort (JDK 1.5)</td>
<td>Exh.</td>
<td>Paths</td>
<td>2</td>
<td>14</td>
</tr>
<tr>
<td></td>
<td>m.l.</td>
<td>Paths</td>
<td>2</td>
<td>14</td>
</tr>
<tr>
<td></td>
<td>Time</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Bellman-Ford</td>
<td>Exh.</td>
<td>Paths</td>
<td>2</td>
<td>14</td>
</tr>
<tr>
<td></td>
<td>m.l.</td>
<td>Paths</td>
<td>2</td>
<td>14</td>
</tr>
<tr>
<td></td>
<td>Time</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

1In [5], the policy is found at input size 2. There appears to be a mismatch between the concept of input size for their policy and for their measurements. As $N$, we use the size of the list into which an element is inserted. It does not include that inserted element. It does not include that inserted element.

2The graph used in these examples is constructed as a grid, thus the number of edges is $|E| = |V|^2 - |V|$. Therefore, the complexity of Bellman-Ford is $|V|^2(|V| - 1)$, i.e. cubic as found by the analysis. The Dijkstra’s algorithm implementation used does not use a min-priority queue, thus has theoretical complexity $|V|^2$, which is confirmed by our technique.
future, we plan to experiment with other regression analyses that allows to enforce constraints on the parameters, such as the non-negative least squares method, to obtain better fits.

Note also that a related approach, WISE, uses guided symbolic execution for worst-case analysis, although the work is done in the context of dynamic (not static as we do here) symbolic execution and also their heuristics are different, as they use the concept of branch generators, which do not take into account the history of computation within calling contexts. Our results on the benchmarks from WISE show that our memoryless analysis is equivalent to WISE as we obtain similar results for all the examples where a history is not needed. We do improve on WISE for those examples where an extra row using history is shown, e.g. for Merge Sort.

With the policy found without history, it is not feasible to explore the search space for $N > 10$—WISE obtains a similar result. In fact the memoryless policy is not much better than exhaustive analysis for this example. However, when using a history-based policy, the guided search prunes all paths except the worst-case path—it is a deterministic policy that optimally resolves choices enabling exploration up to $N = 250$. For this example, taking into account the calling context is also important: the policy specifies which choices to make for a condition in the Arrays class, which is in a loop. Since the Merge Sort implementation is recursive, these decisions must only happen for the current call to Merge Sort, i.e., the context must be taken into account for correct resolution of decisions. We also conjecture that WISE would not work on the other examples that require context-preserving histories.

A. Vulnerability Analysis

a) URI Verifier: We found a vulnerability in the URI verification component of BROWSER, a web-blogging platform.

We applied symbolic execution to the URI Verifier Component using a symbolic URI string (character array with symbolic values). $N$ denotes the length of the URI. We quickly found for $L = H = 1$ and $h = 0$ a deterministic policy that would enable guided analysis to explore up to $N = 5$. The data points were sufficient for the regression analysis (see Figure 4) with the results indicating that the algorithm is exponential with respect to the length of the URI; an unintended algorithmic design flaw in the order of complexity class. The vulnerability is that an adversary has full control of the URI contents, and therefore can trigger unusually long processing times effectively making the service unresponsive to its benign users (DoS attack).

Our technique also outputs concrete inputs that expose the vulnerability: they show that the URI must be composed of all lower-case and unique characters. We validated it by making the HTTP request http://localhost:8080/abcde, which indeed triggers the exponential running time that can be exploited. For URLs not conforming to the constraints found by our technique, the running time is linear and not exploitable.

b) ZIP Decompression: We also found a vulnerability in the ZIP Decompression component of TEXTCRUNCH, a text encryption and analysis program.

We applied our technique by symbolically constructing a ZIP file, with the number of files controlled by a symbolic variable. Since TEXTCRUNCH only allows a single input file, the input size $N$ represents a nesting of ZIP files, i.e. a ZIP file containing another ZIP file etc. We obtained a deterministic policy for $L = H = 2$ and $h = 0$ and then performed guided symbolic execution up to input size 400 with increments of 10. The results—shown in Figure 5—indicate that the number of files (or ZIP nesting levels) to be processed is unbounded, since the number of files processed is linear in the nesting level $(1..N)$. In other words, we can keep adding new elements to the queue during each loop iteration and maintain a queue size that does not exceed the bound.

Solving the constraints show that the (symbolic) content of a ZIP file does not need to contain other elements except for the nested ZIP file—this will yield a queue with at maximum two elements at any given time. TEXTCRUNCH bounds the input file to 5MB, and we used this information along with the constraints to construct a ZIP quine (ZIP that extracts a copy of itself) of 440 bytes. With this file, the program does not terminate, exposing a complexity vulnerability. The vulnerability here is that the data guard is incorrect: instead of bounding the maximum queue size, the bound should have been on the number of files processed.

V. RELATED WORK

The closest to our work is WISE [5], which uses dynamic symbolic execution and “branch generators” for complexity analysis. As discussed for the experiments the WISE approach may fail to compute the worst-case execution behavior of a program, since it may not prune enough executions for larger input sizes. For example, for Merge Sort, WISE’s policy still leaves an exponential search for worst-case executions while with our approach we can efficiently find the worst-case behavior. This is due to the fact that our policies are both history-based and context-preserving, which enable us to efficiently determine worst-case bounds for programs that could not be analyzed before. Another, minor, difference is that our approach is implemented in the context of classical symbolic execution. More significantly, we integrate function fitting to derive the worst-case estimates. We found that without function fitting, it is very difficult to predict the worst-case behavior at large input sizes, since symbolic execution, even with guidance policies, is difficult to scale for very large inputs. Further, function fitting provides estimates that are very useful to the analyst who can check them visually and further attempt to prove them formally using theorem proving.

Another related work [34] employs symbolic execution for load testing by performing an iterative analysis for increasing exploration depth. At each iteration, the paths that are most promising in terms of a resource consumption measure are selected to be explore at the next iteration, while the other paths are discarded. Thus, similar to our method, this work is also guided, however it could not be used directly for estimating the worst-case algorithmic behaviour. To see this note that all the paths explored up to the same depth will have
the same number of steps, leading to the same algorithmic execution time, thus leading to no pruning.

Probabilistic symbolic execution is used in [7] to infer the performance distribution of a program according to given usage profiles. The technique aims to obtain a diverse set of program behaviors by guiding the execution along high- and low-probability program branches; it further uses loop unrolling to try to force the longest execution through the loops. Thus unlike our work, the technique does not learn how to guide execution at larger configurations from the analysis of smaller configurations. As a result the technique does not yet scale for large programs; this is due also to the more involved probabilistic computation. An interesting direction for future work would be to combine the probabilistic exploration from [7] with the policy learning that we employ to obtain diverse policies for guided execution at larger configurations.

Static analysis has been used to compute conservative bounds on looping programs [2], [15], [16], by computing bounds over ranking functions. These are functions on loop variables which keep decreasing with each loop iteration and are difficult to derive automatically when the functions are non-linear. Static analysis produces an upper bound on the worst-case computational complexity, while our approach produces a lower bound. Furthermore our approach generates inputs that expose the worst-case behavior and can be run independently by the developers. An interesting direction for future work is to check the estimates we obtained with function fitting using a static analysis, possibly guided also by the symbolic constraints generated by symbolic execution.

Related to our work is the large body of research in worst-case execution time (WCET) analysis—in particular for real-time systems [13], [19], [26], [31]. There are many techniques for WCET estimation leveraging model checking [9], [27], [29], symbolic execution [22], [24], integer linear programming [25], [29], abstract interpretation [33], or a combination, e.g., [27]. An overview can be found in [32]. Our approach is orthogonal to this body of work since we target complexity analysis. Further, most of these techniques assume that loops have finite bounds, independent of input size, while we estimate the bounds for programs with input-dependent loops.

Profilers [3], [14], [30] are typically used for performance analysis of programs. Profilers collect various timing statistics by sampling periodically (or continuously) the program states. The approach from [13] computes the observed computational complexity by using profiled data in conjunction with curve-fitting to compute empirical computational complexity, similar to our function fitting procedure. However, contrary to our technique, profilers are inherently limited by the number of tests used during profiling. Moreover, the profiled data used to compute the complexity might not constitute the worst-case complexity. Instead we aim to compute worst-case bounds in a more systematic way, using guided symbolic execution.

VI. CONCLUSIONS AND FUTURE WORK

We presented a symbolic execution technique for analyzing the worst-case complexity of programs. The symbolic exploration is guided by policies that take into account the history of execution along the worst-case paths. We implemented the technique and showed its promise in practice.

In the future, we plan to improve the policy-guided search by adding an additional pruning based on decision frequency invariants, which relate the frequencies with which decisions are made at a CFG branch. Such invariants can be inferred automatically using e.g., Daikon [11]. If the policy is inconclusive at a condition, the path invariant can be consulted to determine if one of the choices will violate the invariant (in which case it is pruned from the search). We also plan to extend the analysis to cater for a more fine-grained, instruction- and context-dependent modeling of execution costs.
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